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Homework 1 (5 Points)

Insert the keys 6, 36, 50, 41, 40, 72, 46, 79, 3 into a hash table of length m =11 using
open addressing with the primary hash function h; (k) = k mod m.

Illustrate the result of inserting these keys using linear probing, using quadratic probing
with ¢; =1 and ¢, = 3, and using double hashing with h,(k) =1 + (k mod (m —1)).
Note: For this exercise, you do not need to show any intermediate steps.

Homework 2 (4 Points)

(a) Suppose that we use hashing with chaining and keep the lists in sorted order. How
does this modification affect the expected running time of successful searches,
unsuccessful searches and insertions?

(b) Suppose that we use uniform hashing with chaining, i.e., the hashing function is
chosen at uniformly at random from the set of all hash functions. Determine the
expected number of empty table entries in a table of size m after n different inserts.

Homework 3 (5 Points)
In double hashing we use the hash function

h(k,i) = (hy(k)+i-hy(k)) mod 1 .

Show that when n and h,(k) have greatest common divisor d > 1 for some key k, then
an unsuccessful search for key k in a full table examines %th of the hash table before
returning to slot hy (k).

Homework 4 (6 Points)

Suppose that we have a hash table with 7 slots using hashing with chaining. We insert
n keys into the table, choosing the hash position uniformly at random for each key

(uniform hashing).
logn

loglogn ) with

We want to show that the slot with the maximum length of any chain is O(

high probability.

(a) Let X be the maximum length of a list and let X; denote the length of the ith list.
How is the random variable X; distributed? Show that Pr[X < t] > 1-1/nis implied
by

1
Pr [X] > t] < - -
n
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(b) Show that there is a constant ¢ > 0 such that for n sufficiently large, we have

1
Pr(X; 2 c o] < —
oglogn n2

Hint: There are several ways to prove this. Chernoff-Bounds or the bounds on

Slide 205 are helpful. Use some constant base for the logarithm that suits your
proof, e.g. base 2 or base e.
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Tutorial Exercise 1

Suppose we have stored n keys in a hash table of size m > 0, with collisions resolved by
chaining. Let & = n/m. Further assume that we know the length of each chain, including
the length L of the longest chain.

Describe a randomized procedure that returns any key in the hash table with the same
probability. The expected running time of your algorithm should be O(L(1 + 1/«)).

Additional Information: The head of any chain can be accessed in constant time and
it stores the length of the chain. You have access to a random generator that returns
uniformly at random an integer between 1 and some integer c that you may specify.

Tutorial Exercise 2
Let U ={0,...,p—1} for a prime p > n > 2. For x € Z,, define the hash function h,;(x) as

h,p(x) = (ax + bmod p)mod n
Consider the class of hash functions
H={hgpla,beZ,)
(a) Show that H is not universal for all n > 2.
(b) Show that M is (1.1,2) independent for n > 2 and p > 10012,

(c) Why would you not choose H as a class of hash functions?

Somehow the verb "to hash’ magi-
cally became standard terminol-
ogy for key transformation during
the mid-1960s, yet nobody was rash
enough to use such an undignified
word publicly until 1967.

- D. E. Knuth



